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Abstract: Although energy has become an important aspect in software development, little support exists for creating energy-efficient programs. One reason for that is the lack of abstractions and tools to enable the analysis of relevant properties involving energy consumption. This paper presents the results of some experiments involving the gathering, modelling, and analysis of energy-related information, in particular, the costs of executing certain parts of a software. We combine some existing free and open-source tools to carry out the experiments, extending one of them to handle energy information. Our experiments consider a comparison of energy consumption of Java implementations of the Bubble Sort, Insertion Sort and Selection Sort algorithms using different data structures. We show how to combine an energy measurement tool and a model analysis tool to carry such a comparison. Based on this support and on our experiments, we believe this is a first step to allow developers to start creating more energy-efficient software.
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1. Introduction

The number of developers concerned about the energy consumption of their software is growing over the last years. As software spreads to different types of platforms and devices - all of them requiring some amount of energy to execute the necessary computations -, this energy consumption becomes a big issue. Research has shown mobile applications that quickly drain battery energy tend to be rejected by users [1], indicating energy consumption to be a relevant aspect.

Corporations have also come to the conclusion that small inefficiencies in software can significantly affect its operation [2]. For this reason, energy consumption is now an important factor during software development and evolution [3] [4].

An example of this is that, in 2010, the big clusters consumed 1.12% - 1.50% of the global energy consumption [5]. In [6], they show that, in 2010, 1.3% of all electricity in the world was consumed by data centers, being 2% of this total consumed by the United States, and there is an expected cost of $13 billions per year by 2020 [7]. Due to the high energy

\textsuperscript{1} Institute of Informatics, Universidade Federal do Rio Grande do Sul, Brazil
\textsuperscript{2} Distributed Software Engineering Group, Universidade Estadual do Ceará, Brazil
\textsuperscript{*} Corresponding author: dsalves@inf.ufrgs.br

DOI: https://doi.org/10.22456/2175-2745.98904 • Received: 10/12/2019 • Accepted: 20/02/2020

CC BY-NC-ND 4.0 - This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.
Experiments on Model-Based Software Energy Consumption Analysis Involving Sorting Algorithms

consumption of data centers [8], some actions have been taken to advance energy efficiency, mainly in hardware and operating systems [9] [10]. Another possibility is to perform power optimisation in software, which is very difficult to happen if developers do not analyse the energy costs while - or before - they are developing their systems [11].

It is our belief that energy will continue to increase its importance when comes to software, becoming as important as it already is in hardware design. Hence, we might soon start comparing programs in terms of energy complexity as well as we now do with time and space complexity. As systems grow in scale and complexity, mostly composed by multiple components geographically spread, which rely on power supply to keep running, reducing energy consumption might become one of the most important factors in software design.

Despite the current, and possible future, importance of energy consumption analyses, there is still little support for designing energy-efficient software. In fact, developers find it still unclear how to produce and evolve energy-efficient software [2] [12] [13], mainly due to the absence of combined abstractions and tools to collect and analyse energy consumption. If such support existed, developers could not only identify the costs of executing their software, but also compare different versions in terms of energy consumption and determine possible changes to improve energy efficiency.

In this paper, we investigate a combination of tools to analyse software energy consumption, considering the framework proposed in [14]. This is a first step towards identifying whether and how current tools could provide the necessary support for developers to understand energy costs associated to their software. We have executed experiments involving Java implementations of sorting algorithms (Insertion Sort, Bubble Sort, and Selection Sort). We work with Java because it is a widely used programming language and also used for the development of web and mobile applications. Carrying out the experiments using sorting algorithms makes it easier for the reader to understand both the software and the experiments. Moreover, sorting is a basic operation in Computing and we use the experiments to analyse the impact of different algorithms and data structures in terms of energy costs.

As our objective is to identify how a developer could more easily obtain information related to energy consumption, we use free and open-source tools. Values of energy costs were collected using jRAPL [15] and software behaviour was modelled using Labelled Transitions Systems (LTS) [16]. We take advantage of the open-source characteristic of the LoTuS tool [17], which supports models described as LTS and analyses on these models, to extend this tool to enable modelling and analysis based on energy costs associated to code elements. LoTuS, in this extended version, allows a user to graphically construct the model and assign energy costs to its transitions, which makes it easier to build and analyse LTS models with energy information.

The main idea behind our experiments was to evaluate the difficulties and limitations of existing support, whilst demonstrating how it is possible to obtain energy-related information that can be useful to a software developer, if tools are correctly combined and/or extended. Our ultimate goal was to identify whether it is possible to provide the necessary support for developing energy-efficient software. This goal includes the possibility of providing recommendations concerning modifications in the code that could improve efficiency, without affecting the original semantics of the program.

This paper contains the following parts: Section 2 presents some background information; Section 3 describes the experiments and the tool support used; Section 4 discusses some related work; and Section 5 contains the conclusions and possible future work.

2. Background

In this section, we present some basic ideas related to energy consumption evaluation. Following the framework proposed in [14], we divide this background section in the steps described as necessary for a developer to analyse their software energy consumption.

2.1 Collecting Energy Information

Software energy efficiency has gained the attention of the research community [1] [2] [15] [18]. The first step to make any analysis about the energy costs of executing a software is to collect such information. Collecting energy information refers to executing the software using some method to obtain energy costs as the code runs.

There are some available tools to collect energy information about performed operations, which allow the measurement of energy costs associated to code locations. It can be done using tools such as Gem5 [19] and McPAT [20], or jRAPL [15]. Whereas McPAT and Gem5 use abstractions to obtain estimates of energy information, simulating an execution, jRAPL allows the annotation of source code with methods to collect energy information, so that the user can select which parts of the code should be monitored for energy usage. However, jRAPL only works with some types of architectures and just with Java programs.

Whatever tool is used, collecting energy consumption information involves either running some simulations or executing the program a number of times to obtain a more precise cost information. Moreover, developers still need to understand how such tools can be used to increase energy efficiency and how the identified hotspots affect the overall energy consumption of their software.

2.2 Modelling Energy

A behaviour model is an abstraction used to describe the expected behaviour of a system. Using behaviour models, several types of analyses can be carried out, such as validation and verification of properties. These analyses would be very difficult - if not impossible - to execute in the actual system. Moreover, behaviour models can also be used to analyse the impact of changes and provide software documentation.
Usually, the natural way of modelling behaviours is using finite-state machines. A finite-state machine (FSM) is formed by a set of (abstract) states \( Q = \{ q_0, q_1, \ldots, q_n \} \) that represent sets of possible concrete states of a system, and a set of transitions connecting these states. The combination of states and their transitions indicate the set of valid behaviours. A behaviour is then a path in the FSM, starting in a given state and proceeding through a transition to a next state, then moving to next state, and so on, until the last state of the path is reached. FSM have solid mathematical foundations, which makes them suitable for analysis and automatic verification of properties of systems. Furthermore, they are an intuitive way of describing system behaviour with some level of abstraction, enabling its presentation in a visual way and the analysis of valid and invalid behaviours.

Having data about energy consumption, it can be inserted in a model to be analysed in some available tool. A widely used model based on FSM is Labelled Transition Systems (LTS) [16]. In an LTS, the behaviour of a system is described by the sequences of actions that it can execute, where actions are defined to the level of abstraction involved, and they can represent method calls, variable assignments, task completion, or some other significant event.

An LTS \( M = (S, s_0, \Sigma, \tau) \) is then a model where:

- \( S \) is a finite set of states,
- \( s_0 \in S \) represents the initial state,
- \( \Sigma \) is an alphabet (set of action names), and
- \( \tau \subseteq S \times \Sigma \times S \) is a transition relation.

Transitions are labelled with the names of actions from the alphabet that trigger a change from the origin state to a destination state. Therefore, given two states \( s_0, s_1 \in S \) and an action \( a \in \Sigma \), then a transition \( s_0 \xrightarrow{a} s_1 \) means that it is possible to go from state \( s_0 \) to state \( s_1 \) executing action \( a \).

A behaviour of an LTS \( M \) is then a finite sequence of actions \( \pi = (a_1, a_2, \ldots, a_n) \) such that \( a_1, \ldots, a_n \in \Sigma \). The set \( L(M) = \{ \pi_1, \pi_2, \ldots \} \) of all behaviours of \( M \) is called its language. For a state \( s \in S \), \( E(s) = \{ a \in \Sigma \mid \exists s' \in S \cdot (s, a, s') \in \tau \} \) represents the finite set of actions enabled in \( s \). A path \( \lambda = (s_1, a_1, s_2, a_2, s_3, \ldots) \) is a sequence of alternating states \( s_1, s_2, \ldots \) in \( S \) and actions \( a_1, a_2, \ldots \in \Sigma \) labelling transitions connecting these states, such that, for \( i \geq 1 \), for every transition \( t = (s_i, a, s_{i+1}) \) composing \( \lambda \), \( t \in \tau \). A path always starts and - if finite - ends with a state.

To model energy costs using an LTS, we add cost values to transition labels, thus associating each cost to an action. In this context, therefore, an action can be any code element to which we would like to associate an energy cost. Hence, a path in this energy-labelled model is a sequence of code elements and their respective costs, where the total cost of a path is the sum of the costs of each element composing this path. Representing energy in a behaviour model enables the application of techniques to find out relevant information that can collaborate in understanding how software is consuming energy and which parts have been influencing the most. Furthermore, the behaviour model can be used for software documentation, which is important for new versions of systems and for checking how software evolution affects energy consumption.

### 2.3 Analysing Energy Consumption

Research such as presented in [21] is one example of work on energy consumption analysis. They focus on finding excessive or anomalous energy consumption in software and use a methodology to optimise Java programs and decrease their energy consumption replacing data structures for their more energy-efficient alternatives. However, they do not offer any type of analysis tool, leaving the analysis for the developer, based on the provided information.

In fact, energy-consumption analysis has little support, what makes it difficult to produce and evolve systems with low energy costs. This happens, essentially, because of the absence of software abstractions and tools [2]. A way of analysing energy costs is through a behaviour model of the system, as discussed before.

The only available tool supporting some type of cost representation is PRISM [22]. It supports modelling systems as Markov chains, which is used to model software considering stochastic behaviour. Hence, states represent possible states of the system and transitions are labelled with probabilistic information, indicating the probability of a particular transition occur. PRISM also supports the definition of transition/state costs/rewards, which could be used to model energy costs. With this information, questions about accumulated energy costs can be asked using a probabilistic temporal logic and a probabilistic model checker. However, modelling is not visual and analyses using PRISM can only refer to states or accumulated values for a certain path in a Markov chain. Important questions regarding comparisons between different executions (i.e., paths) cannot be asked.

In [14] they propose a model-based framework for analysing software energy consumption through the verification of energy-based properties, thus providing a novel approach for the development and evolution of energy-efficient software. The work uses an LTS for representing the system behaviour and its energy costs. As an LTS is a graph-like structure, graph-based algorithms can be used to calculate accumulated costs of paths and determine the most/least costly path (i.e., software behaviour).

We have extended an LTS-analysis tool called LoTuS [17] to allow the inclusion of energy cost information as part of transition labels and implemented analysis algorithms to support answering relevant questions about software energy behaviour. LoTuS is an open-source tool that allows graphical modelling of software behaviour using LTS, providing a drag-and-drop GUI to create models.
3. Experiments and Results

In this section, we describe the methodology employed to perform the experimentation phase, the obtained results and a discussion about the experiments.

3.1 Methodology

The methodology applied to realise the experiments consisted on an instantiation of the framework proposed in [14], which is composed of four phases, described as follows:

- In the first phase, a behaviour model is created represented by an LTS. Model construction can be carried out manually, using the knowledge of the user about the software under analysis, or through a model extraction approach, such as demonstrated in [23]. In our experiments, we built the models by hand, based on the source code;

- The second phase consists in measuring the energy consumption in specific parts of the software under analysis. For this, we used the jRAPL library, which allows the measurement of energy consumption based on annotations in the source code. Using these annotations, it is possible to select which parts of the code are to be monitored for energy costs;

- At this point, it is possible to compose the software behaviour model with the energy information collected in the previous phase. This annotation of energy costs can be included automatically, i.e., using a script or an intermediate method that maps the source code to the behaviour model, or manually by the user after performing the measurements. At the end of this phase, we finally obtain an annotated LTS, where an energy cost is associated to each system transition. After this, we have basically a graph structure (states and transitions) with weights (energy costs) and graph-theory concepts and algorithms can be applied;

- Finally, with the energy-annotated model produced in the previous phase, it is possible to analyse some properties about energy consumption of the software, such as the ones proposed in [14].

The annotations in the source code were included as demonstrated in Algorithm 1 to make it possible to collect energy information. After selecting the parts of code that would be analysed, annotations were inserted before and after these parts to capture the values about the energy consumption at this point of the execution. After that, the energy cost of each annotated part would be the result of subtracting the values collected after executing that part from those values collected before the execution of the monitored part. Associating each annotated part to a model transition, we could add these values to the model.

For the experiments performed in this work, counters were included in each monitored part of the source code to obtain the average energy consumption value for these parts knowing the number of times that part was executed (see Algorithm 1. In case of control structures (loops and decisions) inside other control structures, the intern structure cost was subtracted from the external structure cost to obtain only the consumption of the analysed code transition and to represent this cost in the model correctly. With this, it was possible to travel in the behaviour model accumulating the costs to have the energy consumption of the whole path traversed.

3.2 Results

In this section, we describe the results of our experiments. We used the extended version of LoTuS to graphically specify the behaviour model, whereas energy-consumption measurement was obtained using jRAPL.

The experiments\(^1\) consisted on analysing the impact of different storage structures in the Bubble Sort, Insertion Sort and Selection Sort algorithms, which were chosen because they consume significant energy values of energy when compared with other sorting algorithms, as demonstrated in [24]. Moreover, these algorithms have the worst complexity order among the most popular sorting algorithms. On top of all that, sorting algorithms are well-known and, thus, make it easier to understand the experiments and their results.

The algorithms were implemented to sort values stored in a Vector, in an ArrayList and in a LinkedList. They receive as input a parameter \(n\), which consists of the number of elements that will be sorted, and a parameter \(type\), which indicates the type of the data structure to be used. The values were stored in reverse order, to force the worst complexity case and maximise the energy consumption to obtain considerable results. The experiments were performed with \(n\) being 1500 and, as known, the sorting algorithms involved in these experiments have complexity \(O(n^2)\), and added to the impact of energy measurement annotations, a long time of execution was required to collect significant results. To perform the experimental phase, the extended LoTuS tool has been used to include the possibility of representing costs in transitions and enable analyses about these costs, such as the cost of travelling a given path. The experiments were carried out using a PC with processor Core i5 3 GHz, with 16 GB of RAM running only the experiments and the Linux kernel base processes.

The LTS models presented in figures 1, 2 and 3 represent the behaviour models of Bubble Sort, Insertion Sort and Selection Sort algorithms, respectively. The energy values in the transitions consist of an average value from 10 executions of the respective algorithm and are represented in Watts (W). Highlighted transitions are the only ones with significant energy consumption values, which are related to methods `add()`, `get()` and `set()`. The remaining transitions represent variable declarations blocks, beginning of loop or decision structures, where the energy cost is deri-

\(^1\) Data for these experiments can be found at ⟨https://github.com/VeriTesEnergyLab⟩
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Algorithm 1: Code annotation example.

initialisation;
beforeA ← jRAPL before(...);
for condition do
    forCounter++; [block code];
    beforeB ← jRAPL before(...);
    if condition then
        ifCounter++; [block code];
    afterB ← jRAPL after(...);
    consumptionB ← consumptionB + (afterB - beforeB);
end
afterA ← jRAPL after(...);
consumptionA ← afterA - beforeA;
//Compute the difference between the measurements;
averageConsumptionB ← consumptionB ÷ ifCounter;
averageConsumptionA ← (consumptionA - consumptionB) ÷ forCounter;

Experiments and, for this reason, are not represented in the model. When a user informs an argument type=1, the algorithm executes the opt1 path, which performs the sorting operations with a Vector structure; for type=2, opt2 is executed, using an ArrayList structure; and the last option is type=3 to execute opt3 path, which consists in executing the sorting algorithm with a LinkedList structure.

As mentioned before, the LoTuS tool has been extended to enable analyses about a given path represented by an execution trace. With this functionality, it is possible to select a path to observe a specific property, such as the energy cost of an iteration in a particular data structure. These analyses can be observed in Table 1. Note that costs are small because the traces represent single paths executed by the program.

Table 2 contains the average total cost for 10 executions of the algorithms for each structure. It shows the impact on energy consumption of changing the storage structure, where the LinkedList structure has the highest energy consumption and the ArrayList has the lowest. As described in [21] and shown in their results, the ArrayList has the lowest energy consumption for add() and set() methods, while Vector has the lowest energy consumption for get() method. The LinkedList structure has the highest energy cost for all methods.

3.3 Discussion

The experiments presented here show the possibility of understanding software behaviour energy consumption through the use of a combination of an energy measurement tool and LTS analysis. Based on this information, it becomes possible to argue that the ArrayList is the best data structure for the sorting algorithms involved in this work in terms of energy efficiency, when one considers the structures involved in the experiments. The results also show the potential of this approach to provide support for the creation and evolution of energy-efficient software.

Although the sorting algorithms analysed have complexity O(n^2), it is visible through the obtained results that the Bubble Sort algorithm demands a higher energy consumption than Insertion Sort and Selection Sort algorithms, consuming in some cases the double of energy. Hence, it demonstrates that there is not a strong correlation between time complexity and energy consumption. This result alone fosters our goal of investigating further an idea of energy complexity and how it compares to time and space complexity.

This work studied specifically some of the most popular and costly sorting algorithms, but the methodology employed to execute the experiments can be applied in other areas and, following, we present some of these areas where energy consumption can be a concern:

- **Energy Optimisation**: The techniques and software presented here can be an interesting application to optimise software during development or evolution with the goal of improving energy efficiency. With this, it is possible to discover and visualise what specific behaviours cause inefficiency on energy consumption, thus allowing that developers to achieve energy-efficient software;

- **Refactoring**: Refactoring is used to improve the source code organisation through the applications of modifications in code structure without affecting the software behaviour [25]. Applying the energy analysis, it is possible to evaluate the impact of these code transformations on the energy consumption providing to the developer information that is used to make the best choice during the refactoring process;

- **Mobile Applications**: Improving the energy consump-
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Figure 1. Modelling of Bubble Sort performed in LoTuS tool.
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Figure 1. Modelling of Bubble Sort performed in LoTuS tool.

We were confronted with some questions during the experimental phase, such as:

- **Embedded Systems:** In particular, embedded systems are systems where hardware and software are combined and, this causes that the amount of available energy be used for both type of components. As is the case of mobile applications, embedded systems many times have limited battery to execute their functions. With the help of simulators of architecture and microprocessors, it is possible to evaluate the impact of replacing not only source code parts but also hardware components to check the influence of different settings in energy consumption;

- **Self-adaptative Systems:** Self-adaptive systems are able to adjust their behaviour or structure in response to their perception of the environment and the system itself [26]. Using the energy consumption feedback, it is possible to generate adjustments in the system to induce an adaptation strategy that reduces energy consumption.

We were confronted with some questions during the experimental phase, such as:

- How to define the abstraction level of the software behaviour during the model construction. As our modelling approach supports different levels of abstraction, finding the appropriate level for each type of analysis is sometimes not trivial. We are still not sure whether it would be possible to have models involving elements with different levels of abstraction, so that energy analysis could be better customised;

- How to model loop and nested structures and realise their energy measurement to perform better analyses. As energy costs may vary with each new iteration, account for this variation could improve precision, but it is still unclear how to model this. Nested structures can be modelled as one whole structure or as separate sequentially executed structures. It will require further investigation on what is the better option and whether we should support both, as they may be applied in different scenarios;

- How to measuring with precision the impact of energy annotations in source code, which makes the software take more time to execute and, consequently, increases the time to perform the experiments.
4. Related Work

In this section, we describe some related work. We focus on two groups of work: previous studies involving behaviour models to represent energy costs and other research on how to analyse energy consumption. We do not report on approaches or tools for energy measurement because it is not our objective to propose a new way of doing that. Rather, we assume energy costs will be collected using one of the available tools and concentrate on how to extract the most from these data.

4.1 Energy Models

In [27], software energy consumption is described as behavioural contracts based on Power Consumption Automata (PCA). Properties written in terms of weighted linear temporal logic with freeze quantifiers are proposed to analyse the models. However, no example concrete example of usage of such model and logic was presented. Moreover, PCA describes the system in terms of power states, whereas we describe software behaviour and enhance it with energy information.

Considering energy-cost modelling, some other approaches, such as [28] [29], model energy costs using Markov chains and use PRISM [22] to run quantitative analyses based on probabilistic information. In the approach described in [28] the costs/rewards feature of PRISM is used to assign costs to states/ transitions. A limitation of the aforementioned approaches is that analyses about paths are not supported, due to the type of logic adopted to describe properties. Hence, questions that either require producing sequences of actions or evaluating specific executions (e.g., the most/least costly behaviour) could not be easily executed, if at all. Another problem of using PRISM is the lack of model visualisation, which can not only help construct the model, but also make it easier to understand and communicate.
4.2 Energy Consumption Analysis

Software energy consumption research has so far been focused on measuring energy costs. The work described in [4] concentrated on detecting excessive or anomalous energy consumption in software, focused on optimising the energy consumption in IT resources knowing how much power an application is consuming. Analyses have been conducted on the influence of data structures on energy consumption [21] [30] [31], introducing a methodology to optimise Java programs and decrease its energy consumption replacing data structures for a more energy-efficient alternative. The research presented in [32] described the development process of a profiler for measuring the energy consumption of source code points. In [33], critical energy areas were identified using a statistical method to associate responsibility for energy consumption to source code components. There have also been studies focusing on estimating energy costs with the goal of optimising and extending battery life in embedded systems [34] [35] and mobile devices [36] [37] [38], such in [39], where a study was performed to find alternative colours palette in user interfaces of mobile applications to optimise energy consumption while using consistent colours with respect to the original colour pallet. Nevertheless, none of the above studies employs a model as basis for their analyses, which limits their analysis capacity, since abstractions enable analyses that could not be or would be very difficult to be carried out directly on the actual software.

Some studies show how to curtail energy consumption during software development: this is done by using a search-based modification of the software system as an instance of Genetic Improvement. In this metric, it is sought to adapt the program and generate some related versions that hold some properties and improve others [40].

The work presented in [41] show how some decisions during the software development process can influence the energy cost. In their experiments, they performed energy measurements of various Java Application Programming Interface (API), evaluate for operations like file reading, file copy, file compression, and file decompression. Through this study, they found out that using APIs with different buffer sizes it is possible to save energy. Regarding user decisions, the work described in [42] shows how a software consumes more or less energy depending on user requirements and choices.

The impact of energy costs in software development has been studied [38] [43]. In [43], they checked a new way for aligning software design to energy consumption and is shown empirically in some different software implementations. For this experimentation, they used design patterns, which is a way of evaluating how implementation decisions can influence energy usage. The work of [38] exploits the consumption in different algorithms of machine learning on smartphones con-
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<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Structure</th>
<th>Total Consumption (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bubble Sort</td>
<td>Vector</td>
<td>249.49515</td>
</tr>
<tr>
<td></td>
<td>ArrayList</td>
<td>246.32837</td>
</tr>
<tr>
<td></td>
<td>LinkedList</td>
<td>258.02736</td>
</tr>
<tr>
<td>Insertion Sort</td>
<td>Vector</td>
<td>123.96702</td>
</tr>
<tr>
<td></td>
<td>ArrayList</td>
<td>124.29720</td>
</tr>
<tr>
<td></td>
<td>LinkedList</td>
<td>130.98218</td>
</tr>
<tr>
<td>Selection Sort</td>
<td>Vector</td>
<td>123.51673</td>
</tr>
<tr>
<td></td>
<td>ArrayList</td>
<td>120.90212</td>
</tr>
<tr>
<td></td>
<td>LinkedList</td>
<td>126.06802</td>
</tr>
</tbody>
</table>

sidering aspects such as dataset size, number of data attributes, etc.

Many techniques have been created to get lower energy consumption from software systems. One of these techniques studied how to use data structures for energy efficiency [21] [30] and android language [44], as well as has been studied how different programming languages affect the final energy consumption, be it in mobile or desktop applications [18] [45] [46]. Some work [47] [36] seek to anticipate how much operations will be spent in software systems.

None of the above studies combines the measurement of energy with behaviour models. The experiments and analyses performed in our work demonstrated the possibility of combination of these approaches, providing to the user a way to improve their software behaviour when the goal is energy efficiency.

5. Conclusions and Future Work

With the performed experiments, it was possible to investigate how the combination of an energy measurement tool and an LTS-analysis tool works and how this combination can help developers produce and evolve energy-efficient software, providing a visualisation of the software behaviour and the energy consumption of the source code parts with a granularity that can be defined by the user.

We intend, as future work, to investigate whether this approach is the most suitable for energy-consumption analysis, developing other experiments, in particular involving multiple components. In the context of multi-component systems, the total energy consumption should account for the energy consumed by all of its components. How interactions of these components affect energy costs and how replacing one component by another may impact energy costs will a subject of study.

Concerning the measurement of energy consumption of sorting algorithms, we intend to compare all the popular sorting algorithms, such Quicksort, Heapsort, Merge Sort, Shell-sort and others with different storage structures and different number of elements to be sorted, investing more time on the experiments an perform the analysis of more energy properties.

We would like to evaluate and analyse different levels of abstraction in the LTS model. Although associating energy costs to method executions seems natural, it may be necessary to work with specific code elements, such as iteration blocks, selection blocks, etc. Moreover, we have to investigate how to represent energy costs regarding nested blocks and iterations.

When the subject is software energy efficiency, a question comes up: a quick execution of a program means to have an energy-efficient program? Some studies such as [12], [48], and [49] say that substituting energy optimisation by performance optimisation is insufficient and some times incorrect. In [50] a study was performed with the objective to relate energy consumption, time of execution and memory and they affirm that energy consumption does not depend only on the execution time. On the other hand, the study described in [51] supports that energy and time are directly related. Therefore, a possible analysis would be whether time-efficient algorithms are also energy-efficient algorithms. This could lead to the definition of energy complexity classes and create a new aspect related to software development that could be considered when comparing different solutions.

Finally, we plan to combine energy costs with probabilistic behaviour, enabling a developer to discover what is the probability of executing the most/least costly behaviours and decide whether it is worth - or necessary - to make some change in the their code to improve software efficiency. We will also study whether it is possible to provide some recommendations on how a developer should carry out these necessary changes. In addition to all that, the use of a model extraction approach, such as [23], could ease the modelling effort, thus making it easier to adopt energy analysis as part of a software development process. However, we would have to determine how to combine a extracted models with the collected energy information.
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