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Abstract: Video conferencing is very common nowadays, and it may contemplate heterogenous devices (e.g., smartphones, notebooks, game consoles) and networks in the same session. Developing video conferencing systems for this myriad of devices with different capabilities requires special attention from system designer. Scalable video coding (SVC) is a prominent option to mitigate this heterogeneity issue, but traditional Internet protocol (IP) networks may not fully benefit from such a technology. In contrast, software-defined networking (SDN) may allow better utilization of SVC and improvements on video conferencing components. This paper evaluates the performance of video conferencing systems adopting SVC, SDN and ordinary IP networks, taking into account throughput, delay and peak signal-to-noise ratio (PSNR) as the metrics of interest. The experiments are based on Mininet framework and distinct network infrastructures are also considered. Results indicate SDN with SVC may deliver better video quality with reduced delay and increased throughput.
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1. Introduction

Over the last decades, video conference has become very popular due to better Internet accessibility, devices with more capabilities (e.g. faster CPUs) and free services (e.g., Google Hangout) [1]. A prominent trend indicates the growth of video conference services for desktop and mobile devices [1], which will be higher in 2020 than similar services based on rooms with expensive and sophisticated equipment.

Such an environment change creates new challenges, as not all clients have the same computational power, proper screen resolution, and similar bandwidth. Indeed, the heterogeneity of users is a remarkable issue. For instance, multi-point control unit (MCU) [2] is usually adopted to connect the devices on a video conference, and the heterogeneity of users imposes a great resource usage from MCU to transcode...
specific videos for distinct devices. Besides, most video conferencing systems adopt traditional IP networks, which are impacted by variations on bandwidth, delay and packet losses. Attempts to deal with these quality of service (QoS) issues, such as integrated (IntServ) and differentiated services (DiffServ), have not been fully successful due to the distributed architecture of the Internet [3].

To deal with limitations of traditional IP networks, new proposals for the Internet of the Future have been presented, and software-defined networking (SDN) is a representative technology [4]. SDN separates the control and data plane of switches/routers, such that the network control logic can be placed on an external entity and switches/routers (data plane) are only responsible for packet forwarding. Therefore, SDN allows the creation of a single view abstraction for the entire network, allowing great flexibility in network design and management [5]. OpenFlow [6] is the first successful protocol for the communication between data and the control planes.

Scalable video coding (SVC or H.264/SVC) is a standard to overcome device heterogeneity problem [7], in which a single video is encoded in multiple layers containing distinct features regarding spatial resolution, frame rate and quality. These layers are organized in different packets that can be transmitted separately to the same destination. There is a dependence among the layers. The base layer is the most important, since it is responsible for the generation of upper layers (that have better quality). As a consequence, SVC may considerably simplify the transcoding for MCUs. For instance, in the case of slower devices, upper layers may be discarded and only the base layer is transmitted. Multiversion coding is another proposal to deal with device heterogeneity, in which different video streams are transmitted simultaneously (simulcast) [8]. However, there are issues, for instance, related to larger bandwidth utilization in comparison to SVC.

Advances in video conferencing systems have taken into account distinct network and video technologies to mitigate the issues related to device heterogeneity and traditional IP networks. The adoption of different technologies motivates the performance evaluation of new systems, such as the impact of SDN network for prioritizing flows based on video conference. However, few works are available in the literature regarding performance evaluation of video conferencing systems with SDN and SVC (e.g., [9, 10]).

This work presents a performance evaluation of video conferencing systems, considering delay, throughput and peak signal-to-noise ration (PSNR) as the metrics of interest. Additionally, the impact of the following factors are assessed: (i) network type (traditional IP and SDN networks); (ii) and video type (non-scalable video and SVC). The experiments are based on Mininet framework, and they also take into account infrastructures with single and multiple paths. Results indicate SDN with SVC may deliver better video quality with reduced delay and increased throughput.

The remainder of this paper is organized as follows. Section II presents related work and Section III describes important concepts associated with this work. Section IV explains the adopted methodology. Section V details experimental results and, finally, Section VI concludes this work.

2. Related Work

Over the years, many techniques have been proposed for video conferencing systems and this section describes representative works that deal with device heterogeneity, QoS and quality of experience (QoE).

McCann et al. [11] propose an adaptive algorithm based on layering encoding, in which the receiver is responsible for adapting the transmission rate according to its bandwidth constraint. Experimental results demonstrate user-perceived quality is improved. Xu et al. [8] evaluate popular video conferencing services (Google Hangout, Skype, iChat) regarding system architecture, video encoding and adaptation technique. All services utilize a MCU-based approach and they adopt multiversion or multiple layers (i.e., SVC) for video encoding. Experiment results take into account real traffic and synthetic workload, and they show important features of each service. Additionally, layered video coding (e.g., Google Hangout) better deals with device heterogeneity due to lower overheads, and the authors state that prioritized selective retransmissions with SVC can improve even more user experience.

Castellanos et al. [12] present a simulation framework for evaluating systems based on SVC, taking into account network congestion. Experiments are carried out and they demonstrate the impact of congestion on video quality (using PSNR). In [13] and [14], the authors propose frameworks for evaluating video conferencing and SVC systems, respectively, and they present experiments adopting wireless networks.

Egilmez et al. [3] propose a SDN controller for dealing with multimedia traffic considering QoS usor. Experimental results are presented using HTTP adaptive video streaming. Ongaro et al. [15] present an architecture for SDN networks to improve quality of service and real-time issues. Zhao et al. [9] also propose an architecture for multiparty video conferencing using a specialized media controller for SDN networks. Results demonstrate SDN can provide a better video delivery than traditional video conferencing architectures. Yang et al. [10] present a SDN architecture to deal with SVC multicast streaming. Experimental results show that bandwidth usage is reduced and QoE is not significantly affected. In that work, QoE is indirectly assessed using packet losses.

As demonstrated in the aforementioned works, SDN and SVC may provide improvements on video conferencing systems. However, a proper comparison is still required for pointing out situations in which each technology can outperform traditional, video conferencing technologies. This paper carries out a performance evaluation of video conferencing systems, taking into account the following factors: (i) network (traditional, SDN); and (ii) video (non-scalable, SVC). We adopt throughput, delay and PSNR as the metrics of interest, which are utilized by representative works to assess video
conferencing services. Besides, the proposed experiments also consider singlepath and multipath infrastructures.

Table 1 depicts a comparison of each related work (including this manuscript), taking into account SDN, SVC and performance evaluation (Performance) issues. Yang et al. [10] also carry out a performance evaluation considering SDN and SVC. However, their evaluation focuses only on the proposed architecture and do not execute further experiments, for instance, to assess distinct network infrastructures or the interaction between video and network technology (e.g., SVC in a non-SDN network). Besides, our work adopts PSNR to objectively assess QoE in the experiments.

3. Background

This section presents important concepts for a better understanding of this work. Firstly, video conferencing systems are introduced, followed by SDN networks and SVC.

3.1 Video conferencing systems

Video conferencing is an interactive communication system with the aim of enabling real-time meetings among three or more remote users, usually contemplating audio, video and even text. These systems usually require high bandwidth and low delay [9].

Figure 1. Video conferencing system

Figure 1 depicts a traditional video conferencing system adopting a multipoint control unit (MCU). The latter is commonly utilized to allow multiple devices in a conference, and it is responsible for managing the video traffic. For instance, each participant sends its video to MCU, which further converts the video considering each device capability (transcoding) and, then, transmit the converted videos to each conference member using distinct connections.

Transcoding is carried out whenever the video needs to be modified to meet the requirements of other participants. Mixing is another important functionality performed by MCUs, since it reduces several user connections only one. Since MCU considerably reduces the processing tasks for conference users, this unit may require many processing resources, which may limit the number of users that the system can support [16].

3.2 Scalable Video Coding

Scalable video coding is an extension of H.264/MPEG-4 advanced video coding (AVC) [17] and it considerably simplifies the adaptability required in many applications, for instance, to deal with network congestion. SVC adopts multiple layers organized in hierarchical arrangement (Figure 2), which encodes the video in a base layer (I) with low quality and additional layers, namely enhancement layers (B), with more data for improving video details. During a video streaming, the client can decode the video whenever the base layer is received, but video quality can be enhanced when upper layers are received. Despite the multilayer mechanism, SVC has similar encoding efficiency and decoding complexity as AVC [18].

Figure 2. SVC streaming

Due to device heterogeneity, SVC provides good scalability for video conferencing systems. For instance, simulcast is the traditional mechanism for dealing with heterogeneity, which consists in transmitting various independent versions of the same video for different users. SVC considerably reduces the number of connections to transport different versions of the same video, since only one version with multiple layers is necessary. Besides, SVC can provide greater benefits in intelligent networks that adopt a prioritization mechanism, in the sense the packets related to the base layer can be prioritized in order to increase resilience against concurrent traffic during the conference.

3.3 Software-Defined Networking (SDN)

Internet has provided an important platform for the creation of prominent distributed services, mostly based on client-server model, and, in this case, a static network architecture was sufficient to meet service requirements. However, over the years, new services (based on cloud computing, for instance) have changed the traffic pattern, which requires a dynamic operation mode on Internet networks [5]. SDN is a representative technology that deals with this issue.
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Table 1. Comparison table of related works

<table>
<thead>
<tr>
<th>Work</th>
<th>Scalable Video</th>
<th>SDN</th>
<th>Performance</th>
<th>Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xu et al. [8]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Evaluation of video conference services</td>
</tr>
<tr>
<td>Castellanos et al. [12]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Simulation framework</td>
</tr>
<tr>
<td>Klaue et al. [13]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Evaluation framework</td>
</tr>
<tr>
<td>Detti et al. [14]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Evaluation framework for SVC</td>
</tr>
<tr>
<td>Egilmez et al. [3]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>SDN controller for multimedia traffic</td>
</tr>
<tr>
<td>Ongaro et al. [15]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Architecture based on SDN for multimedia applica-</td>
</tr>
<tr>
<td>Zhao et al. [9]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>SDN controller for multiparty video conference</td>
</tr>
<tr>
<td>Yang et al. [10]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Architecture based on SDN for SVC multicasting</td>
</tr>
<tr>
<td>This manuscript</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Performance evaluation considering traditional IP networks and SDN with scalable video coding</td>
</tr>
</tbody>
</table>

SDN decouples control and data planes, and it introduces the forwarding decision based on the flow and not only on the destination address (which is adopted in traditional IP networks). A flow represents packet sequences, and the packet fields are adopted in SDN for forwarding actions. Such an approach allows flexible traffic control, which is not limited by the capability of the tables implemented in switches/routers [4]. Openflow is a representative open protocol for communication between data and control planes [4].

Figure 3 depicts a video stream of a video conference in a SDN network. The video conferencing system is simplified as SDN controller replaces MCU and it also may allow efficient multiple transmissions as well as better traffic balance.

4. Design of Experiments (DoE)

To evaluate video conferencing systems with scalable video coding and software-defined networking, this work adopts a DoE [19] approach, considering a \( k^l \) factorial design with \( r \) replications. We have evaluated two factors (\( k = 2 \)) with 2 levels (\( l = 2 \)): (i) network - non-SDN, SDN; and (ii) video - non-scalable, SVC. Non-SDN denotes traditional IP network and non-scalable represents H.264/MPEG-4 AVC. 100 replications (samples) are adopted for each treatment to obtain mean values (with an approximate normal distribution) and to mitigate the influence of measurement noises (i.e., random errors).

The metrics of interest are throughput, delay, and peak signal to noise Ratio (PSNR). In this work, throughput takes into account the amount of data received (in Kbps) with a maximum delay of 300ms. Such a value is an important threshold assumed in many video conferencing systems [9] to allow conference smoothness. Delay takes into account the arrival time between packets (in milliseconds), also including packets that surpass the 300ms threshold. PSNR is an objective metric (in decibels - db) widely adopted for evaluating videos and still images [20][21]. It is a function of the mean square error between the original and received video frames and larger values indicate better video quality. Since PSNR requires the original video frames, it is considered a full reference technique. The experiments adopt mean PSNR [20], which is calculated averaging the PSNR values of all frames.

We have considered two distinct experiments, which contemplate single-path and multipath infrastructures to assess the respective impact on video conferencing systems. The infrastructure could be an explicit factor, but it would be a major source of variation in result analysis, and the overall measurement noise would prevent a finer comparison.

The following sections describe the adopted experiment setting and tools for the proposed evaluation.

4.1 Experiment setting

The infrastructures for single-path and multipath experiments take into account three machines, in which two machines are receivers and one machine is responsible for transmitting a video simulating the conference. The receivers differ from the adopted resolution, in which the video is transmitted from 176 \( \times \) 120 resolution (Quarter Common Interchange Format - QCIF) represents a smartphone (Client 01) and 352 \( \times \) 240 (Common Interchange Format - CIF) denotes a laptop computer (Client 02). These resolutions are commonly utilized by video conferencing systems [22]. Besides, all metrics are calculated considering data received by Client 01.

Figure 4 depicts the adopted single-path infrastructure, assuming a SDN network. The system adopts SDN controller,
which is responsible for forwarding the video streaming and it also performs actions to prioritize video traffic. Concerning non-SDN treatments, a simple MCU is utilized and it is main function is to forward the video streaming. Besides, such a figure also contemplates the simultaneous transmission of a multiversion video and the same infrastructure is also adopted for SVC streaming.

Figure 5 depicts the adopted infrastructure for multipath experiment, in which distinct paths are available between sender and receivers. This figure also assumes a SDN network and, in this case, a SDN controller replaces MCU. The controller is responsible for forwarding the video streaming and it also performs actions to prioritize video traffic. In this figure, a multilayer video (SVC) is adopted, which contemplates the video requirements for Client_01 and Client_02. The same infrastructure is adopted for non-SDN treatments, but a MCU is taken into account.

All links have 1Mbps, and we insert a concurrent traffic contemplating 40% of link bandwidth to mimic a mildly congested network. In the single-path infrastructure, the concurrent traffic affects the whole network, but, considering the multipath infrastructure, the concurrent traffic contemplates the shortest path from streamer to Client_01 (which is the machine utilized to estimate the metrics of interest). A similar approach was adopted in [23] to allow the SDN controller to define a better path for the video streaming.

In this work, the rules of SDN controller transmit the video with highest resolution or the enhancement layers (for SVC) using the shortest path, which has the concurrent traffic. The lowest resolution video and base layer may be transmitted using other paths, as they are less congested and, thus, a video with minimal quality is guaranteed to be delivered. Besides, SDN network has a QoS policy, which automatically reserves 20% of link bandwidth for video transmission only when the video conference is carried out. This percentage is close to the bandwidth required to transmit the base layer and it is small enough to not impact other applications. Traditional networks could perform a similar approach based on traffic classification, but it has not been successfully adopted in this context [23]. SDN simplifies network programming for traffic control and it also allows a single network view, which facilitates the creation and management of QoS policies.

4.2 Tools

Mininet [4] has been utilized to construct a virtual environment for the adopted infrastructures, and the platform is executed in a machine with Intel Core i5, 6GB RAM and operating system Ubuntu 16.04.

Traditional IP network utilizes open shortest path first (OSPF) protocol, which, without loss of generality, takes the shortest path for delivering a packet [24]. For SDN network, the experiments adopt a SDN controller based on Ryu NOS[25], using the traffic rules explained in previous section. Traffic congestion is generated using D-ITG tool [26] and the generator is positioned in the switch closest to the streamer, such that only the shortest path is populated with concurrent traffic.

The experiments utilize a video\(^1\) which has a duration of 10 seconds. Such a video is encoded using non-scalable (AVC) and scalable (SVC) formats, and the sizes are 762KB and 790KB, respectively. SVC takes into account four layers, in which the base layer is also included. The evaluation framework for non-scalable video is Evalvid framework [13] and, for SVC, the experiments adopt SVEF framework [14].

Both frameworks utilize a similar evaluation process, which is depicted in Figure 6. The first step encodes the original video as scalable (SVC) or non-scalable (AVC) video. The video is then prepared to be sent as a trace, which includes additional information about each video frame. Next, the video is sent over the Mininet network. All packets received by Client_01 are adopted to estimate delay, but only the packets received up to 300ms (threshold) are taken into account to estimate throughput and to decode the final video. However, if a video frame is missing due to discarded packets, previously received frame is adopted to replace the lost frame (Frame Filler). This approach is carried out in order to keep the video

---

\(^1\)Silent video - https://media.xiph.org/video/derf/
5. Experimental Results

As discussed in Section 4, two distinct experiments are carried out. The first experiment contemplates a network infrastructure with a single path between devices, and the second experiment adopts a multipath infrastructure. For the sake of organization, the first experiment is denominated single-path experiment and the second experiment is named as multipath experiment.

Results are presented using ANOVA analysis (which statistically assesses each factor), and they are described in Table 2 and 3. In these tables, column Source describes the sources of variation for each metric, which include the factors video type (Video), network (Network), and their interaction (e.g., Video × Network). Error is also a source of variation that may represent noise in the measurements or variation that cannot be explained by the adopted factors [19]. Other columns represent the following items: var.% denotes the impact of each factor on metric variation; df is the degree of freedom; and F-stat. is the F statistic with the respective p-value.

Next sections discuss each experiment, also taking into account the outcome obtained with Tukey's procedure (a post-ANOVA test) [19]. Besides, Figure 7 and 8 depict mean values with 95% confidence intervals.

5.1 Single-path experiment

Table 2 depicts results for the single-path experiment, which indicates all factors are statically significant for all metrics (i.e., p-value < 0.05). Factor Network is the main source of variation for throughput and delay, whereas factor video is most responsible for the variation on PSNR.

Figure 7 depicts the results for all metrics. Concerning non-SDN network, there is no statistical difference for throughput (Figure 7 (a)) and delay (Figure 7 (b)), taking into account distinct video types. In the adopted infrastructure, traditional IP network does not have dynamic QoS rules to deal with concurrent traffic and video stream, making the delay very high. Since the threshold is also not met for many packets, the throughput is very low. Nevertheless, SDN network positively impacts a video conference with SVC, such that a 7x increase in throughput is obtained. Concerning non-scalable video and throughput, SDN is 2x better than a
traditional network, since SDN assures a minimum bandwidth (of 20%) when a video conference streaming is detected.

Concerning video quality, the highest value is obtained with SVC, as the threshold (300ms) only impacts the enhancement layers. However, non-scalable video is also benefited with SDN due to the adopted traffic rules.

5.2 Multipath experiment

Table 3 shows the results for the multipath experiment, which indicate all factors are also statistically significant for all metrics \(p-value < 0.05\). Similar to single-path experiment, factor Network is the major source of variation for throughput and delay, and PSNR is most impacted by video type.

Figure 8 depicts the values for all metrics. Regarding throughput, Figure 8 (a) shows the values are very low in non-SDN network and it also indicates no statistical difference for video type. Nevertheless, SDN network has an important role in SVC transmission, as a 6x increase in throughput is obtained. Concerning non-scalable video, SDN also provides improvement in throughput, since SDN takes benefit from the multipaths provided by the infrastructure.

As a consequence, delay (Figure 8 (b)) is very high for non-SDN network due to the concurrent traffic in the shortest path and the values are not statistically different for non-scalable and scalable videos. On the other hand, SDN reduces delay due to dynamic rules to deal with congested links and the QoS policy that reserves bandwidth for video conference. Non-scalable video is transmitted 33% faster and SVC transmission is also considerably improved (almost 3x faster than non-SDN network), since the base layers are not transmitted using the (congested) shortest path. Comparing SVC and non-scalable video in SDN network, SVC is almost 50% faster.

Video quality has the highest value with SVC, as the threshold (300ms) does not significantly affect the base layer. Besides, SDN still provides benefits to non-scalable video, since QoS policy allows improvement on video transmission.

5.3 General remarks

Results have been obtained considering a bandwidth constraint due to the insertion of concurrent traffic. Assuming a congestion-free network, all results would not be statistically different, as the adopted threshold would be met. On the other hand, in a very congested non-SDN network, the delays would be very high, leading to an unfeasible video conference. As demonstrated, SDN can better deal with such a situation due to QoS rules based on packet flow and the single network view.

Besides, SVC provides a remarkable feature, which is the adoption of a base layer that allows the video be smoothly playable without additional data. Enhancement layers provide better video quality, but their reception does not fully impact the conference. For instance, throughput and delay are not statistically different for non-SDN networks, but PSNR is considerably better for SVC videos as they can be smoothly played. As indicated by experimental results, the combination of SVC and SDN provides the best results and it seems very promising for dealing with device heterogeneity, distinct network infrastructures and concurrent traffic.
6. Conclusion

Device heterogeneity is a representative issue in video conferencing systems, and scalable video coding and software-defined networking are technologies that can assist in meeting the conference requirements imposed by distinct devices. Despite the importance of these technologies, few works evaluate the performance of video conferencing systems taking into account SVC and SDN concomitantly.

This paper presents a performance evaluation of video conferencing systems, taking into account the following factors: (i) network (traditional IP and SDN); and (ii) video (non-scalable and SVC). Experiments have been carried out also considering network infrastructures with single path and multiple paths. Results demonstrate SDN in conjuction with SVC can provide better quality of experience, since throughput, packet delay and PSNR are considerably improved.

As future works, we are planning to create analytic models to assess different architectures for video conferencing systems on SDN networks.
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